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Adults can learn to identify nonnative speech sounds with train-
ing, albeit with substantial variability in learning behavior. In-
creases in behavioral accuracy are associated with increased
separability for sound representations in cortical speech areas.
However, it remains unclear whether individual auditory neural
populations all show the same types of changes with learning, or
whether there are heterogeneous encoding patterns. Here, we
used high-resolution direct neural recordings to examine local
population response patterns, while native English listeners
learned to recognize unfamiliar vocal pitch patterns in Mandarin
Chinese tones. We found a distributed set of neural populations in
bilateral superior temporal gyrus and ventrolateral frontal cortex,
where the encoding of Mandarin tones changed throughout train-
ing as a function of trial-by-trial accuracy (“learning effect”), in-
cluding both increases and decreases in the separability of tones.
These populations were distinct from populations that showed
changes as a function of exposure to the stimuli regardless of
trial-by-trial accuracy. These learning effects were driven in part
by more variable neural responses to repeated presentations of
acoustically identical stimuli. Finally, learning effects could be pre-
dicted from speech-evoked activity even before training, suggest-
ing that intrinsic properties of these populations make them
amenable to behavior-related changes. Together, these results
demonstrate that nonnative speech sound learning involves a
wide array of changes in neural representations across a distrib-
uted set of brain regions.
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Humans are finely attuned to the sounds in their native lan-
guage (1, 2), driven by extensive experience hearing these

sounds in many different contexts from different speakers (3–5).
However, for nonnative sounds in unfamiliar languages, adult
listeners often struggle to learn to recognize relatively simple
contrasts (6–9). For example, although native English listeners
understand how changes in vocal pitch indicate intonational
prosody (e.g., statements versus questions; refs. 10 and 11), this
does not translate to the ability to easily identify the syllable-level
pitch patterns that define lexical tones in Mandarin Chinese (12,
13). Fundamentally, this difficulty may reflect a trade-off be-
tween maintaining stable representations of deeply engrained
speech sounds and retaining enough plasticity to be able to
continue to learn behaviorally relevant information throughout
the lifespan (14–19). Learning to identify nonnative speech
sounds often requires long and intense periods of active training
(12, 20–22), consistent with the observation that speech circuits
in the human brain are resistant to change following develop-
mental critical periods (15, 17).
However, even brief training periods can lead to an increased

ability to identify novel speech sounds, albeit with highly variable
performance across individuals (23–25). Behavioral evidence has
further shown that the way listeners perceive relevant auditory
cues changes after speech training (14, 25–27), which has led to
the hypothesis that learning is rooted in more distinct neural

representations of those sounds (17, 27). Consistent with this
hypothesis, previous neuroimaging studies have shown that ac-
tivation in frontotemporal areas increases following identifica-
tion or discrimination tasks (13, 19, 28–30). These increases in
the magnitude of activation are further associated with greater
neural separability among sound categories for both speech
(31–33) and nonspeech sounds (34–36). However, recent evi-
dence suggests a highly diverse set of speech representations
even within areas like the superior temporal gyrus (STG; ref. 37).
Currently, the extent to which learning-related changes vary at
the level of local populations remains unknown due to the broad
spatial scale of noninvasive methods, which may obscure more
complex dynamics. In addition, it is unclear how learning-related
changes evolve on a trial-by-trial basis, as listeners initially learn
to use the stimulus dimensions that allow them to achieve in-
creased accuracy on the task, since most previous work examines
neural activity only at early and late stages of the task.
Here, we examined the relationship between behavioral per-

formance during the initial stage of nonnative speech sound
learning and the trial-by-trial encoding of speech content in local
neural populations in the human brain. English-speaking par-
ticipants listened to unfamiliar Mandarin syllables and learned
to identify tone categories (22, 38), while neural activity was
recorded from electrocorticography (ECoG) arrays placed over
lateral cortical areas. We hypothesized that, as listeners heard
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the same stimuli across multiple exposures, some neural pop-
ulations would show responses to Mandarin speech sounds that
track the trial-by-trial fluctuations in participants’ behavioral
performance during learning, and we also asked whether these
changes would be uniformly reflected in increased separability
among tones. We further hypothesized that these learning-
related neural populations would be distinct from other poten-
tial patterns of change across trials that do not directly correlate
with learning (e.g., the number of exposures to a given token,
independent from accuracy) and neural populations that show
stable activity patterns across trials. To address the relationship
to stimulus feature encoding (e.g., pitch representations for
English intonational prosody; ref. 39), we also measured the
extent to which neural responses to unfamiliar Mandarin speech
sounds prior to training can be used to predict the emergence of
learning-related changes during training.
We found a subset of local populations across the cortical

surface that track trial-by-trial accuracy, even when learning per-
formance is relatively low and variable. These learning-related
effects manifest as both increases and decreases in the ampli-
tude of neural responses to specific speech sounds and are spa-
tially interspersed and dissociable from those that arise simply as a
function of repeated exposure. Furthermore, learning-related
changes are associated with higher variability of the response
amplitude across repeated exposures to the same acoustic stimu-
lus, suggesting less robust emergent neural representations. Fi-
nally, we show that intrinsic properties of these neural populations
are associated with whether they show learning-related effects
during training, allowing us to predict whether these effects will
occur based on responses to the novel speech sounds prior to
training. Together, these results demonstrate that learning to
identify novel speech sounds scaffolds on existing sensitivities
to relevant features and that the initial stages of learning a new
language involve a specific set of processes to fine-tune local
speech representations in the brain. We propose that the learning-
induced increased neural separability in frontotemporal regions
arises from heterogeneous changes among local populations,
which comprise those regions.

Results
A total of 10 native English speakers performed a Mandarin tone
identification training task while we recorded ECoG from the
cortical surface (SI Appendix, Fig. S1). On each trial, participants
listened to a Mandarin syllable, which varied according to
speaker (male/female), phonemes (/bu/, /di/, /lu/, /ma/, and /mi/)
and lexical tone (pitch contour; T1: high-flat; T2: high-falling;
T3: low-dipping; and T4: low-rising; Fig. 1A and SI Appendix,
Fig. S2). After hearing each syllable, participants pressed a
button to indicate which tone they heard and received visual
feedback to indicate accuracy (22, 31, 38). Six participants per-
formed a four-alternative forced choice task, three of whom also
performed two-alternative forced choice tasks with two pairs of
tones (T1 and T3, or T2 and T4). The remaining four partici-
pants only performed two-alternative forced choice tasks (SI
Appendix, Fig. S3).
Participants showed variable learning curves over the course

of the task and across tones. A representative participant showed
increases from chance to above chance accuracy across 130 ex-
posures to T3 (mixed-effects model; B = 0.047, SE = 0.012, Z =
3.73, and P < 0.001) and T4 (B = 0.064, SE = 0.018, Z = 3.49,
and P < 0.001; Fig. 1B). In this example, other tones showed
nonmonotonic changes in accuracy: While T1 showed above-
chance performance in the middle of the task, accuracy did not
change monotonically with exposure (B = 0.002, SE = 0.007, Z =
0.031, and P = 0.76), and accuracy for T2 decreased with expo-
sure (B = −0.030, SE = 0.011, Z = −2.66, and P = 0.008),
showing above-chance performance during early trials only.

Across all participants, performance in later trial windows was
better than in earlier trial windows (B = 0.013, SE = 0.002, Z =
6.41, and P < 0.001; Fig. 1C and SI Appendix, Fig. S3), demon-
strating that, overall, performance increased with more expo-
sures to each tone category. However, the rate, magnitude, and
monotonicity of this learning effect was variable. Performance
for T1 significantly improved (B = 0.006, SE = 0.002, Z = 2.51,
and P = 0.012). All the other tones showed faster improvement
of accuracy compared to T1: T2 (B = 0.015, SE = 0.003, Z = 546,
and P < 0.001), T3 (B = 0.019, SE = 0.004, Z = 4.44, and P <
0.001), and T4 (B = 0.025, SE = 0.004, Z = 5.67, and P < 0.001).
Overall, T3 showed the largest improvement between initial

and final trials (Fig. 1 D, Left), consistent with previous studies
(40). However, as was evident from the example participant (Fig.
1B), some of the behavioral variability was due to nonmonotonic
learning curves. Therefore, we also compared the amount of
improvement between the best and worst trial windows, defined
by 20-trial moving averages of the highest and lowest numbers of
correct trials per tone in each participant. We found that all four
tones showed significant improvement [T1: T(5) = 3.09, P = 0.03;
T2: T(5) = 4.33, P = 0.008; T3: T(5) = 3.07, P = 0.028; and T4:
T(5) = 2.63, P = 0.046; Fig. 1 D, Right]. This demonstrates that
although many participants did not simply learn and retain the
novel tone identities during the course of this short task, they
exhibited periods of high accuracy that could be used to char-
acterize the neural computations underlying speech sound learn-
ing on a trial-by-trial basis.
Next, we examined local neural population responses to each

stimulus as participants performed the Mandarin tone identifi-
cation training task. We focused on activity in the high-gamma
range (70 to 150 Hz), which is correlated with multiunit activity
(41, 42) and has been shown to encode auditory- and speech-
relevant features (43, 44). Specifically, we assessed the neural
encoding of two critical behavioral features that define learning:
1) trial-by-trial accuracy and 2) the number of exposures to a
given tone category. We first identified electrodes that had a
significant high-gamma amplitude (HGA) response averaged
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Fig. 1. Mandarin tone identification task and behavioral performance. (A)
Mandarin tones are syllable-level fundamental frequency (F0) patterns. Ex-
ample stimuli from a female native speaker are shown for all four tones
produced with five syllables. (B) Behavioral performance in an example
participant (P3), showing sliding-window (20 trials) average identification
accuracy as a function of tone-specific exposure. Horizontal lines indicate
trial windows with above-chance accuracy (FDR–P < 0.05). (C) Tone-specific
accuracy for the initial and final 10% of all trials across participants. (D)
Tone-specific learning effects quantified as the difference between final
versus initial trials (Left) and best and worst trial windows (Right) across all
participants.
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across all trials following stimulus onset (n = 1,242 out of 2,816
total electrode contacts; paired t test; false discovery rate
(FDR)–P < 0.05). These sound-sensitive electrodes were used in
subsequent analyses that model trial-by-trial behavioral–neural
relationships.
For all sound-sensitive electrodes, we modeled HGA using a

time-dependent linear ridge (L2-regularized) regression analysis
(seeMaterials and Methods for details). We found electrodes that
had a significant interaction between accuracy, exposure, and
tone identity, which we define as a “learning effect.” In order to
illustrate these types of changes, we first present single electrodes
as representative examples, followed by quantitative analyses
across the population of electrodes. This learning effect man-
ifested as three distinct types of changes in HGA depending on
trial-by-trial behavior. First, we found electrodes with increased
HGA for specific tones only for correct later trials (Fig. 2A;
evoked response plots collapsed into first versus last 50% of trials
for visualization). Second, we found electrodes with increased
HGA for specific tones only in incorrect later trials (Fig. 2B).
Third, we found electrodes in which HGA for specific tones de-
creased for incorrect later trials (Fig. 2C).
Crucially, this learning effect was highly specific and distinct

from other types of tone-specific changes in neural activity that
occurred over the course of the task but did not depend on both
accuracy and exposure. For example, we found electrodes in
which HGA responses increased for specific tones on later trials
independent of accuracy (exposure effect; Fig. 2D). We also
observed a small number of electrodes that were sensitive to
trial-by-trial accuracy but not number of exposures (accuracy

effect). Likewise, there was a small number of electrodes that
encoded tone identity in a similar manner across the task re-
gardless of both trial-by-trial accuracy and exposure number
(tone-stable electrodes).
To quantify these effects for all sites, we used the same linear

ridge regression analysis across all electrodes. Across all partic-
ipants, we found 141 electrodes with significant learning effects
(FDR–P < 0.05), 108 of which had the most unique explained
variance for the learning effect compared to all other effects
tested (Fig. 2E). These electrodes were primarily located
throughout the STG (n = 50; 16.1% of sound-sensitive electrodes
in the region), with a smaller number on ventral sensorimotor
cortex (n = 22; 8.8%) and inferior frontal cortex (n = 9; 7.0%). We
also found 201 electrodes with significant exposure effects
(FDR–P < 0.05), 150 of which had the most unique explained
variance for the exposure effect (Fig. 2E). Learning, exposure,
accuracy, and tone-stable electrodes were all intermixed throughout
frontal, temporal, and parietal regions, with no clear spatial or-
ganization for specific effect types (Fig. 2E). These results show
that neural populations that track various aspects of behavioral
performance during nonnative speech sound learning are distrib-
uted throughout cortical regions that encode critical acoustic
features for native speech sounds (45).
Next, we evaluated the relative magnitude of each type of

effect. We directly compared the unique variance explained by
each effect for all electrodes for which the fully specified
encoding model (see Materials and Methods) explained a signif-
icant amount of variance [n = 433; FDR–P < 0.05; permutation
testing (46)]. The learning effect explained an average of 35.0%

T1
T2
T3
T4

Early Late

C
or

re
ct

In
co

rre
ct

A All

P3-e166P3-e129 P3-e163 P3-e153

D

E F

G

n.s. ***

L R

Learning (N = 108)
Exposure (N = 150)
Accuracy (N = 6)
Tone (N = 28)
Sound-sensitive (N = 950)

HGA for specific tones change with trial-by-trial accuracy HGA for specific tones change
with exposure only

B C

T1
T2
T3
T4

Direction of
Learning effect

Direction of
Exposure effect

******
***

***

Fig. 2. Neural populations track trial-by-trial behavioral performance, dependent on number of prior exposures (“learning effect”). (A–D) Individual
electrode HGA responses time locked to stimulus onset for first versus last 50% exposures per tone (columns) and correct versus incorrect trials (rows). Scatter
plots show time-averaged HGA for correct versus incorrect trials (rows) as a function of exposure with regression fits for each tone. Learning effects can
manifest as increased amplitude for late correct trials (A), increased amplitude for late incorrect trials (B), or decreased amplitude for late incorrect trials (C).
(D) Learning effects contrast with simple exposure effects (e.g., changes in amplitude dependent on exposure but not accuracy). (E) Learning, exposure,
accuracy (not visible), and stable tone-encoding electrodes are located primarily in the bilateral STG and ventrolateral frontal cortex, with no clear spatial
organization for different effect types. (F) Unique explained variance for learning and exposure effects are larger than for accuracy and behavior-
independent tone effects. (G) Learning effects can manifest as tone-specific increases and decreases in HGA, while exposure effects manifest more pre-
dominantly as increases, particularly for T3. *P ≤ 0.05; **P ≤ 0.01; ***P ≤ 0.001.

Yi et al. PNAS | 3 of 10
Learning nonnative speech sounds changes local encoding in the adult human cortex https://doi.org/10.1073/pnas.2101777118

N
EU

RO
SC

IE
N
CE

D
ow

nl
oa

de
d 

at
 U

ni
ve

rs
ity

 o
f C

al
ifo

rn
ia

 D
ig

ita
l L

ib
ra

ry
 o

n 
N

ov
em

be
r 

7,
 2

02
1 

https://doi.org/10.1073/pnas.2101777118


(SD = 20.5) of the total explained variance, which was not sig-
nificantly different from the contribution of the exposure effect
(35.6%; SD = 19.6; B = 0.002, SE = 0.009, Z = 0.17, and P = 0.9).
In contrast, the accuracy effect explained 7.8% (SD = 8.5) of the
total explained variance, which was significantly lower than for
the learning effect (B = −0.229, SE = 0.009, Z = −25.68, and P <
0.001). The proportion of variance explained by the tone-stable
effect (12.5%; SD = 10.8) was also significantly lower than for
the learning effect (B = −0.229, SE = 0.009, Z = −25.68, and P <
0.001) but higher than for the accuracy effect (B = −0.048, SE =
0.009, Z = −5.37, and P < 0.001; Fig. 2F). Given the small
number of significant accuracy and tone-stable electrodes (Fig.
2E) and lower effect size (Fig. 2F), the remaining analyses are
focused on understanding the characteristics of electrodes that
change with trial-by-trial behavioral performance (learning elec-
trodes) versus those that change with experience alone (exposure
electrodes).
Several studies have observed that novel sound category

learning is associated with increased neural activity in fronto-
temporal areas (29, 34, 35, 47, 48). Since we observed examples
of both increases and decreases in activity over time with
learning (Fig. 2 A–D), we next quantified the extent to which
these patterns manifested differently between learning and ex-
posure effects across the four Mandarin tones. We found that
learning effects were equally distributed between positive (in-
crease for correct later trials or decrease for incorrect later trials)
and negative (increase for incorrect later trials or decrease for
correct later trials) directions [χ2(1, n = 91) = 1.41 and P = 0.70;
Fig. 2 G, Top). In contrast, exposure effects were relatively more
likely to manifest in the positive direction [increase for later
trials; χ2(1, n = 150) = 28.12 and P < 0.001; Fig. 2 G, Bottom).
Finally, both learning and exposure effects differed across tones
[learning: χ2(3, n = 91) = 20.25 and P < 0.001; exposure: χ2(3,
n = 150) = 93.31 and P < 0.001), where T3 was most likely to
show either effect (learning: 42.9%; exposure: 58.7% among all
significant electrodes).
Together, these results demonstrate that there are distinct

neural populations throughout the lateral human cortex that
encode trial-by-trial behavioral performance during the response
to novel auditory stimuli. These neural populations are separate
from those that show changes across trials simply due to sensory
experience. Furthermore, the trial-by-trial behavior encoding can
manifest in several different ways, suggesting a complex set of a

changes that occur as participants learn to identify new speech
sounds, rather than simply an increase in evoked responses for
better-learned stimuli. Indeed, individual electrodes demonstrate
heterogeneous changes (e.g., increases in correct responses
[“positive”; Fig. 2A], increases in incorrect responses [“negative”;
Fig. 2B], and decreases in incorrect responses [“positive”; Fig.
2C]). We suggest that these learning electrodes encode subjec-
tively perceived sounds as manifested by behavioral responses
during training (SI Appendix, Fig. S4; ref. 49).
Thus far, we have demonstrated that changes in the mean

amplitude of the high-gamma response encode trial-by-trial be-
havioral performance. It is also possible for learning effects to
manifest as changes in neural variability separately from changes
in the overall amplitude of evoked responses (50, 51). In assessing
neural variability, it is important to examine the relationship be-
tween variance (σ2) and mean (μ) of evoked activity across multiple
trials of the same stimulus, as the two measures are positively cor-
related within a given recording unit (52, 53), including at the level
of ECoG electrodes, where increases and decreases in mean activity
can obscure potentially meaningful changes in variance (54).
To illustrate how variance and mean of HGA can differ across

electrodes, we examined the mean and the SD of neural re-
sponses to multiple repetitions of a single unique stimulus (T4
produced by a male speaker in the syllable /di/) from an example
learning electrode (Fig. 3 A, Left) and exposure electrode (Fig.
3 A, Right). In this example, the learning electrode had higher
variance (σ2learning = 0.73; averaged between 110 and 530 ms
post-stimulus onset; peak time period determined from all
sound-sensitive electrodes) and similar mean (μlearning = 2.20)
HGA compared to the exposure electrode (σ2exposure = 0.14;
μexposure = 2.07; Fig. 3A). These differences indicate that the
evoked response of the example learning electrode was less re-
liable across trials relative to that of the example exposure
electrode, despite the fact that the stimulus was acoustically
identical each time. Across all unique stimuli, the variance was
significantly higher for the learning electrode [t (39) = 6.53 and
P < 0.001], while the mean was not significantly different [t(39) =
1.64 and P = 0.11; Fig. 3B]. Together with the previous results,
these findings suggest that behavior-related changes in neural
activity are encoded in both the mean and variance of HGA
differently for learning and exposure effects.
Next, we asked whether learning and exposure electrodes ex-

hibit differences in the relationship between mean and variance

P1-e203 P1-e168
σ² = 0.73
μ = 2.20

σ² = 0.14
μ = 2.07

μ H
G

A (
Z)

A

B

C

DP1-e203 = 0.33
DP1-e168 = 0.20

D

*

Fig. 3. Learning electrodes have higher variance-to-mean slopes compared to exposure electrodes. (A) Example responses (mean ± SD) for representative
learning (Left) and exposure (Right) electrodes to repeated presentations of a single stimulus (T4; “di”; male speaker No. 1). Average variance (σ2) and mean
(μ) values within the peak time period (110 to 530 ms) are shown for each electrode. (B) Across all unique Mandarin tone stimuli, variance (σ2; black) is larger
for the learning electrode (Left), while mean (μ; gray) did not differ compared to the exposure electrode (Right). (C) Mean (x-axis) and variance (y-axis) for
every unique stimulus for all learning (red; n = 108) and exposure (blue; n = 150) electrodes. Shaded regions correspond to mean ± SD for each electrode type.
Regression lines and larger dots highlight the responses of two example electrodes shown in A and B. (D) Across all electrodes, the variance-mean slope of
regression (D) is significantly higher for learning versus exposure electrodes.
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of HGA, defined here as mean-normalized variance (D:
variance-to-mean slope of regression). This metric is conceptu-
ally similar to the Fano factor, which is used where zero variance
can be assumed for zero mean activity (50, 54). We calculated D
for the example learning and exposure electrodes shown in Fig.
3 A and B. Variance and mean were positively correlated across
all stimuli in the learning electrode [r (38) = 0.424, P < 0.01, and
D = 0.33] as well as in the exposure electrode [r (38) = 0.483, P <
0.005, D = 0.29; Fig. 3C]. Across all learning and exposure
electrodes, we found greater mean-normalized variance for
learning electrodes (mean Dlearning = 0.47 and SD = 0.48; mean
Dexposure = 0.32, SD = 0.31; B = −0.117, SE = 0.048, Z = −2.43,
and P = 0.015; Fig. 3D). Thus, in addition to differences in the
amplitude of mean HGA, neural responses in learning elec-
trodes were more variable across multiple presentations of an
acoustically identical stimulus. Crucially, higher variability for
learning electrodes is not simply due to larger changes across the
learning task, since the effect size of the learning and exposure
effects was not significantly different (Fig. 2F).
Thus far, we have demonstrated that a subset of cortical neural

populations tracks trial-by-trial behavioral effects that relate to
Mandarin tone category learning. Next, we asked whether these
populations exhibit characteristic neurophysiological properties
prior to training, which predict whether they will emerge as
learning or exposure electrodes during the training task. We
hypothesized that any pretraining activity that differentiates
these unfamiliar sounds would be related to representations of
pitch height and pitch change, which are the two critical acoustic
features that distinguish Mandarin tones (Fig. 4A).
Seven participants listened to the same Mandarin tone stimuli

passively prior to the training task, which evoked significant but
smaller HGA responses relative to responses from the training
task (SI Appendix, Fig. S5). We examined the encoding of un-
familiar speech sounds by comparing the separability of tone
categories from single-trial neural responses. We first compared
the pretraining neural representations of each stimulus for ex-
ample learning and exposure electrodes by projecting the average
HGA into a two-dimensional linear discriminant (LD) space (see
Materials and Methods). In the learning electrode, the two-
dimensional neural representation of the four tones was highly
overlapping, with only T3 showing clear separability from the
other tones (Fig. 4B; tone separability quantified with logistic re-
gression area under the curve [AUC], see Materials and Methods).
In contrast, prior to training, an example exposure electrode
demonstrated clearer separability for all four tones (Fig. 4C).
Across all electrodes from participants who performed the

pretraining passive listening task, learning electrodes (n = 23)
had lower separability (mean AUC = 0.531; SD = 0.051) com-
pared to exposure electrodes (n = 33; mean AUC = 0.624; SD =
0.074; and B = 0.073, SE = 0.019, Z = 3.93, and P < 0.001;
Fig. 4D). These results demonstrate that electrodes that exhibit
learning effects over the course of training are characterized by
poorer tone separability prior to training, compared to electrodes
that exhibit exposure effects (i.e., electrodes that show similar
magnitudes of change during training but are not related to
trial-by-trial behavior).
Next, we examined whether these pretraining tone represen-

tations were associated with the characteristic pitch features that
define Mandarin tone categories. We observed that, in the two
example electrodes (Fig. 4 B and C), the two-dimensional neural
representation of the tone categories was qualitatively similar to
the stimulus-based pitch height and pitch change representation
(Fig. 4A). Indeed, the organization of these neural spaces was
significantly correlated with the acoustic pitch space in both elec-
trodes (learning: R2 = 0.401 and P < 0.001; exposure: R2 = 0.538
and P < 0.001), driven primarily by the pitch height dimension
(learning: R2

Height = 0.502, PHeight < 0.001, and R2
Change = 0.002;

PChange = 0.6; and exposure: R2
Height = 0.595, PHeight < 0.001,

R2
Change = 0.022, and PChange = 0.065).
Across learning and exposure electrodes, while the pitch

height feature was represented significantly better by exposure
electrodes (B = 107, SE = 0.041, Z = 2.58, and P = 0.01), there
was no significant difference for the representation of the pitch
change feature between the two populations (B = −0.026, SE =
0.015, Z = −1.75, and P = 0.08). Both electrode types encoded
pitch height more robustly than pitch change during pretraining
passive listening (learning: B = 0.126, SE = 0.027, Z = 4.62, and
P < 0.001; exposure: B = 0.273, SE = 0.029, Z = 9.32, and P <
0.001) (Fig. 4E). This demonstrates that prior to training, both
learning and exposure populations are primarily sensitive to
pitch height.
Finally, we directly tested the hypothesis that the representa-

tion of Mandarin tones during passive listening prior to training
predicts the electrode-level encoding of behavioral changes
during training. We used logistic regression to predict from
passive listening data whether each electrode would exhibit sig-
nificant learning or exposure effects in the training data. We
used both Mandarin tone separability (AUC) and model fits for
pitch height and pitch change (R2) to perform classification.
Between learning and exposure electrodes (n = 56), the model

could predict the presence of the learning effect (AUC = 0.730,
P = 0.005, and permuted 95% CI [0.304, 0.680]), as well as the
exposure effect (AUC = 0.778, P = 0.004, and permuted 95% CI
[0.266, 0.713]), with no significant difference between the two
predictions (Z = 0.0857, P = 0.46; permutation testing) (receiver
operating characteristic [ROC] curves shown in Fig. 4F; AUC
values shown in Fig. 4G). Furthermore, when the same analysis
was expanded to include all sound-sensitive electrodes (n = 475),
the presence of the learning effect was marginally above chance
(AUC = 0.612, P = 0.061, and permuted chance level 95% CI
[0.349, 0.630]). Likewise, the presence of the exposure effect was
also significantly predicted above chance (AUC = 0.789, P <
0.001, and permuted 95% CI [0.369, 0.613]), with the exposure
effect having a significantly better AUC effect than the learning
effect (Z = −3.47 and P < 0.001; permutation testing). Together,
these results demonstrate that during the initial exposure to
unfamiliar speech sound categories, neural populations exhibit
characteristic properties that predict their subsequent activity
patterns as listeners learn to identify these categories.

Discussion
We demonstrate that speech sound encoding in the adult human
cortex is modulated by trial-by-trial behavioral performance.
Learning-related changes were highly specific, occurring in neural
populations that showed either increasing or decreasing sensitivity
to particular nonnative speech categories, and were distinct from
neural populations that showed changes based simply on the
number of exposures to a particular sound. These learning effects
also manifested in differences in the mean-variance relationship of
the neural response and were predictable based on neural re-
sponses to these sounds during a passive listening task that oc-
curred prior to training. Together, these results demonstrate how
local neural populations flexibly change their activity patterns in a
manner that reflects trial-by-trial behavioral performance during
the initial stages of learning to understand an unfamiliar language.
Previous work in human auditory learning has identified cor-

tical networks that show changes in neural activity and stimulus
representations during speech learning, typically at the level of com-
paring early versus late exposures, and with average across-subject
behavioral performance that monotonically increases with training
(29, 34, 35, 47, 48). While these studies suggest the existence of
rapid modulation of cortical encoding during learning (31, 36, 55),
how changes manifest on a single-subject, single-trial level has
been previously unexplored. In line with results from large sam-
ples of healthy volunteers (23–25, 56), behavioral performance
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was highly variable and nonmonotonic. Using direct neurophysi-
ological recordings in awake human participants during behavior,
we discovered that neural populations exhibit specific changes
associated with learning on a trial-by-trial basis, which provides
evidence that the process of learning to identify novel speech
sounds involves fine-scale tuning of neural representations with
each exposure.
We found a highly specific learning effect, in which neural

activity tracked the trial-by-trial interaction between behavioral
accuracy and number of exposures to a given stimulus. Prior
work has shown that similar learning effects manifest as re-
sponses to preferred stimuli that increase on later correct trials
(57–59). We observed this type of learning effect in a subset of
neural populations, but we also observed decreases for incorrect
trials later during training. These findings are consistent with the
hypothesis that the stimulus being learned becomes overall more
discriminable in neural activity (60–62).
However, some populations showed other unexpected pat-

terns, such as increased responses for incorrect trials later during
training, which may reflect other cognitive components that are
associated with perceptual learning but do not necessarily con-
tribute to increased discriminability at the population level, such
as reward prediction error (63) or attention to task-irrelevant
features (64). These varied learning effects were highly distrib-
uted across both hemispheres of the cortex, including both tem-
poral auditory and ventrolateral prefrontal areas (45, 65–68),
suggesting a complex manifold of computations that involve both
enhancement and suppression of speech representations or di-
mensions during learning. Specifically, this manifold could reflect
shaping of the population-level tuning to pitch features of Man-
darin tones as the result of training.
Previous studies have demonstrated the flexibility of tuning of

responses to acoustic features in the auditory cortex in varying

behavioral contexts (58, 59, 61, 69). Indeed, a recent human
ECoG study showed that tuning to pitch features in natural
Mandarin speech is dependent on linguistic experience and im-
pacts the representation of tone categories at the neural pop-
ulation level (70). It is possible that these heterogeneous patterns
of learning-related changes are present in prior work that has
shown more homogeneous effects using noninvasive methods
and that the fine-grained spatiotemporal resolution of direct
cortical recordings is necessary to uncover them. Further work is
necessary to understand the relationship between the local
neural population learning effects ofmbserved here and the ef-
fects that are observed with magneto/electroencephalography
and functional magnetic resonance imaging.
In the present study, we examined neural activity time-aligned

to stimulus presentation. We focused on the time period in which
the responses reflect local encoding of spectrotemporally com-
plex acoustic–phonetic features of the speech signal (37, 45,
71–73), and we hypothesized that learning effects could modulate
these representations. Whereas learning effects observed with
functional neuroimaging could reflect multiple stages of process-
ing due to temporal smearing (74), the present results demon-
strate that neural responses to auditory stimuli track behavior as
listeners learn to identify novel speech sounds.
We found that learning-related neural populations were

functionally distinguished from other types of changes that oc-
curred in neural responses across the task. In addition to these
changes manifesting in the mean amplitude of the high-gamma
response, we also observed distinctions between learning- and
exposure-related effects based on the variability of the neural
response. The extent to which response amplitudes differ across
repeated presentations of the same stimulus offers meaningful
insights into how neural activity encodes the relevant features of
that stimulus (50, 75), including the relative separability of

A
Acoustic features

P7-39

Pre-training passive listening
B

P7-135

AUC = .70 .81

T2

T3

T1

T4

D E***

bu
di
lu
ma
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C
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Exposure

n.s.

*
F G

.73
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Fig. 4. Pretraining passive listening to Mandarin tones predicts different types of behavior-related neural changes. (A) Mandarin tone stimuli are highly
separable based on acoustic features of pitch height and pitch change. (B and C) LD spaces for all trials during pretraining passive listening from two example
STG electrodes, categorized as a learning (B) or exposure (C) electrode based on training trials. (B) Prior to training, the example learning electrode shows
highly overlapping representations across tones (quantified with area under the curve from LD model; AUC). (C) In contrast, an example exposure electrode
shows higher separability across all tones. (D) Across all electrodes, pretraining tone separability is lower for learning electrodes than for exposure electrodes.
(E) Learning and exposure electrodes have similar representations of pitch features prior to training, driven primarily by pitch height. (F) Using tone sep-
arability and pitch representation during passive listening as input features, the presence of significant learning (red) or exposure (blue) effects in training can
be predicted for each electrode significantly above chance level. (G) AUC values are shown for data in F. Lighter colors show permuted values (n = 1,000; error
bars indicate SD). *P ≤ 0.05; **P ≤ 0.01; ***P ≤ 0.001; ****P ≤ 0.0001.
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learned representations in the context of perceptual learning (51,
60, 61, 76). In the present study, a higher mean-variance rela-
tionship in learning populations may indicate that acoustic
encoding is more flexible than in populations that do not track
trial-by-trial behavior (75, 77, 78). One possibility is that fol-
lowing extended training during which listeners gain high levels
of expertise in identifying the Mandarin tones, the neural vari-
ability in the learning populations decreases as tuning to pitch
features become sharpened (51, 61). These results thus provide
an example of distinct processes for encoding stimulus content in
both variability and mean amplitude of neural activity (50, 75).
Finally, we assessed how speech sound learning affects or le-

verages preexisting acoustic representations in the brain. Specifi-
cally, we asked whether intrinsic properties of neural populations
make them more or less amenable to learning-related changes
that occur subsequently during the learning task. We found that
many neural populations distinguished Mandarin tone stimuli
prior to training, possibly relying on representations of pitch fea-
tures used for intonational prosody in English (39, 79). These
representations reflected critical pitch features for the perceptual
distinction of Mandarin tones, namely pitch height and pitch
change (20, 80–82). However, specifically in the populations that
subsequently showed a learning effect, we observed poorer pre-
training separability for Mandarin tones compared to other pop-
ulations. Like the difference in response variability, this may
reflect specific properties of learning populations that allow for
flexible representation of stimulus dimensions according to changes
in their perceptual relevance (49, 83–86), especially compared to
the other populations that may change in their encoding but do not
necessarily reflect behavior. Thus, these results demonstrate how
the postcritical-period brain maintains the ability to selectively
modify behaviorally salient representations in specific neural pop-
ulations with short-term training while keeping the representation
of native speech sounds intact. We further attempted to examine
the hypothesis that Mandarin tone training specifically modulates
neural representations for the learned pitch dimensions [e.g.,
height versus direction (31)], but we were unable to collect suffi-
cient data to test pre- versus posttraining effects in this patient
cohort.
We leveraged the high spatiotemporal resolution of direct

cortical recordings to understand the fine-grained changes that
underlie the initial stages of learning novel speech sounds in an
unfamiliar language. There is a long-standing debate regarding
the nature and extent of the ability of the adult brain to remain
plastic enough to learn unfamiliar speech sounds (14–19). A
particularly challenging question is how stability of native speech
sound representations is preserved in the face of perceptual
changes brought on by relatively short periods of intense training
with novel speech sounds (14, 22, 25–27). In the present study,
we found that neural encoding of these speech sounds in the
adult human cortex is highly amenable to fine-tuning through
behavioral training in a subset of neural populations. These
populations were distinct from those in which encoding changed
only as a function of repeated exposure. These results are an
example of how the brain balances the trade-off between stability
and plasticity in learning (87, 88). This trade-off reflects the need
to learn and maintain robust representations of behaviorally
relevant stimuli such as speech, both during development (3, 7,
14) and in adulthood (21, 25). Learning novel speech sound
categories as an adult is a crucial first step toward acquiring a
second language (89), and our results support the notion that the
stability–plasticity trade-off is managed by a collection of diverse
neural populations that exhibit different kinds and degrees of
change during the initial stages of learning.

Materials and Methods
Participants. A total of 10 human patients with epilepsy (five female; mean
age: 32.7 y; SD = 12.9; range: 19 to 59) participated in this study. Seven

participants (P1 through 7) were recruited at the University of California, San
Francisco (UCSF) Medical Center, and three participants (P8 through 10)
were recruited at the University of Iowa. All participants had normal hear-
ing, were native speakers of English, and did not report any experience with
a tonal language. For the clinical purpose of localizing seizure foci, ECoG
arrays were surgically implanted on the cortical surface of one hemisphere
for each participant (seven left hemisphere; see SI Appendix, Table S1).
Electrode positions were extracted from postimplantation computed to-
mography scans and coregistered with the patient’s preimplantation MRI
(90). The research protocol was approved by the UCSF Committee on Human
Research and The University of Iowa Institutional Review Board. Prior to
surgery, each patient gave written informed consent to participate in this
research.

Neural Data Processing. Cortical local field potentials were recorded and
amplified with amultichannel amplifier optically connected to a digital signal
acquisition system (Tucker-Davis Technologies). The stimuli were presented
from loudspeakers at a comfortable level. The ambient audio (recorded with
a microphone aimed at the participant) along with a direct audio signal of
stimulus presentation were simultaneously recorded with the ECoG signals to
allow for precise stimulus–neural data alignment. Signals were referenced to
a subgaleal electrode. ECoG data were amplified, filtered, and digitized with
a sampling rate of 3,052 Hz for data collected at UCSF and at 2,034.5 Hz for
data collected at the University of Iowa. Neural data were preprocessed
offline by down-sampling to 400 Hz, notch-filtering line noise at 60, 120, and
180 Hz, and excluding bad channels and bad time intervals (determined by
visual inspection). From the remaining electrodes and time points, we
extracted the analytic amplitude in the high-gamma frequency range using
eight band-pass filters (Gaussian filters, logarithmically increasing center
frequencies [70 to 150 Hz] with semilogarithmically increasing bandwidths)
with the Hilbert transform. HGA was calculated by averaging the analytic
amplitude across these eight bands. Lastly, the HGA was down-sampled to
100 Hz and Z-scored relative to the mean and SD of the data within each
experimental block. For each stimulus presentation trial, we analyzed the
neural data from 500 ms before stimulus onset to 1,000 ms after stimulus
onset.

Mandarin Tone Stimuli. Natural exemplars (n = 80) of the four Mandarin
tones (T1: high-flat, T2: low-rising, T3: low-dipping, and T4: high-falling)
were produced in citation form by four native Mandarin speakers (originally
from Beijing; two female) in the context of five monosyllabic Mandarin
Chinese words (/bu/, /di/, /lu/, /ma/, and /mi/). These syllables were chosen
because they also exist in the American English phonetic inventory. The
root-mean-square amplitude of the stimuli was normalized to 70 dB and the
duration to 0.442 s (56, 91). Five independent native Mandarin speakers
correctly identified the four tones (categorization accuracy >95%) and rated
the stimuli as highly natural. These stimuli were identical to the stimuli that
were used in previous experiments (22, 31, 38).

Behavioral Procedures. In each active training trial, participants were pre-
sented with a single Mandarin tone stimulus and were asked to provide an
identification response by pressing the number keys (1, 2, 3, or 4) on a
keyboard, corresponding to T1, T2, T3, and T4, respectively. Corrective
feedback (“right”/“wrong”) was provided on a screen 0.5 s following the
participant response. Participants had unlimited time to respond, and the
task moved on to the next trial once the participant input a response. Be-
cause of variable participant behavior in this patient population, we used
two different versions of the task. For P1 through 3, training procedures
closely followed a previous study with healthy young adults (22). In each
recording block for these participants, stimuli were presented once, first
with a male speaker (four tones and five syllables in a randomized order),
then with a female speaker. For P4 through 10, the procedures were mod-
ified to improve behavioral performance while introducing stimuli in a
gradual, performance-based manner. For these participants, training was
divided into three stages based on the set of tones to be learned: 1) T2 and
T4, 2) T1 and T3, and 3) all four tones. Each recording block used one speaker
with three syllables (/bu/, /di/, and /ma/) repeated five times in a randomized
order. Participants were instructed to categorize each stimulus by clicking on
visually displayed arrow symbols corresponding to pitch changes. In this
version of the task, participants moved onto subsequent training stages if
they had identified more than 80% of the trials after at least two blocks or
after having completed four training blocks for that stage. Six participants
(P4, 5, and 7 through 10) were also presented with the same set of stimuli
(all tones; five syllables; male and female speakers; randomized order; 1-s
intertrial interval) without any task prior to training.
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Data Analysis. All behavioral (except for mixed-effects modeling for behav-
ioral data) and neural analyses were performed using custom software
written in Python. Open-source scientific Python packages used included
numpy, scipy, pandas, scikit-learn, statsmodels, h5py, and tensorflow. Fig-
ures were created using matplotlib and seaborn, except for brain recon-
struction images, which were created using MATLAB. Mixed-effects
modeling analyses for the behavioral data were performed using R, using
packages lme4 and lmerTest.

Behavioral Data Analysis. In order to determine whether accuracy improved as
a function of exposure, the proportion of accurately identified trials in a
sliding window (20 exposures) was compared to the corresponding window
for permuted participant responses (n = 1,000). For participants who per-
formed pretraining passive listening (n = 6), calculation of tone-specific ex-
posure for each trial included passive listening blocks, but assessment of
learning only included trials from active training blocks. A P value was cal-
culated in each window, then FDR-corrected at alpha = 0.05. The signifi-
cance testing outcome was treated as a binomial dependent variable. A
mixed-effects modeling analysis was performed with exposure as the fixed
effect. Additional analyses were performed by also including the tone
identity and its interaction effect with exposure as fixed effects. The model
was corrected for random intercepts for syllable and speaker. All behavioral
findings reported in the main text are based on recording blocks in which
the participants identified stimuli among all four Mandarin tones (P1
through 4, 6, and 8).

Individual Electrode Encoding Analysis.
Electrode selection. We identified sound-sensitive electrodes for which there
was a significant increase in mean HGA (70 to 150 Hz) across all tones fol-
lowing stimulus onset (paired t test; FDR–P < 0.05). HGA was averaged for
500-ms periods immediately preceding and following the stimulus onset. For
each electrode, a paired t test was conducted across trials between the pre-
and poststimulus onset period. For an electrode to qualify as a sound-
sensitive electrode, T > 0 and FDR–P < 0.05. All subsequent analyses were
subset to a [0, 1] s post–stimulus-onset time period from these electrodes.
Model-fitting approach. We modeled HGA using a time-dependent linear re-
gression analysis for all sound-sensitive electrodes. The fully specified
encoding model was constructed as follows:

HGATime,Electrode ∼ Tone:Exposure:Accuracy + Tone:Exposure
+ Tone:Accuracy + Tone + Exposure + Accuracy + Syllable + Speaker
+ Training Stage + (Intercept)

,

where the Tone:Exposure:Accuracy interaction models the learning effect,
the Tone:Exposure interactionmodels the exposure effect, the Tone:Accuracy
interactionmodels the accuracy effect, and the Tone simple effect models the
stable-tone encoding effect. The interaction terms included in the encoding
model target stimulus-specific task-related effects; therefore, we did not
include the nonspecific Exposure:Accuracy term. The regression analysis was
performed only for the data collected during active training blocks. Cate-
gorical variables were dummy coded as binary regressors such that T1; T2;
T3; T4 was coded as 1 0 0 0; 0 1 0 0; 0 0 1 0; 0 0 0 1. Exposure was defined as
the number of preceding trials with the same tone (across speakers and
syllables). L2 regularization (ridge) was performed to minimize the effects of
correlated variables. All models were fourfold cross-validated using ran-
domized selection, for which 80% of the data were used to train the model,
the ridge parameter (alpha) was optimized based on the first remaining
10%, and the performance of the model was tested on the remaining 10%.
Variance partitioning and significance testing. For each electrode, we first cal-
culated the total variance explained by the fully specified encoding model
(R2

Full). Then, unique variance explained by each effect of interest (ΔR2
Unique)

was calculated as the following:

ΔR2
Unique = R2

Full − R2
Control ,

where R2
Control corresponds to the variance explained by a model that ex-

cludes the effect of interest. The significance of each model was evaluated
using permutation testing (n = 1,000). The resulting P values were FDR
corrected across all time points from all electrodes for the fully specified
encoding model. Only contiguous significant time points were included.
Significance testing for the variance-partitioned models was FDR corrected
within these significant time points and electrodes. The predominant effect type
for each electrode was determined by calculating the maximum among signifi-
cant values of ΔR2Learning, ΔR

2
Exposure, ΔR

2
Accuracy, and ΔR2Stable-tone encoding. Effect

size was determined as follows:

max(ΔR2
Unique) /max(ΔR2

Full).
These electrode-specific effect sizes were compared using linear mixed-
effects modeling, corrected for the random effects of participants and
electrodes. For the purposes of characterizing the direction of each effect at
the level of individual electrodes, tone-specific beta weights for each effect
were averaged within significant time periods for each effect. Only the data
from the recording blocks in which all four tones were presented were used
(P1 through 4, 6, and 8). For P4, 6, and 8, separate regression analyses were
performed within these recording blocks to yield valid estimates of regres-
sion weights. Maximum absolute value was used to choose the best-
characterizing tone for each combination of electrode and effect. The di-
rection of the effect was determined per the sign of the averaged beta value
for the tone. χ2 tests were performed to reject the null hypotheses that, for
each effect, positive and negative directions and all four tones were equally
likely to occur across electrodes.

Neural Variability Analysis.
Mean and variance calculation. A peak time period was determined using the
full-width half-maximum of the average response across all sound-
sensitive electrodes from all participants (0.11 to 0.53 s post-stimulus on-
set). The stimulus-specific mean and variance for HGA was calculated for
each electrode within this peak time period.
Variance-to-mean slope of regression. Once the mean and variance were cal-
culated for all unique stimuli, the variance-to-mean slope (D) was calculated
using the following formula:

σ2 = Dμ + C,

where σ2 refers to variance, μ to mean, and C the intercept, which was ig-
nored (54). Conceptually, D is equivalent to the mean-normalized variance
(Fano factor), which is used to characterize neural variability when zero
variance is assumed for zero mean activity, such as in spike count data.
Comparison of D across learning and exposure electrodes was performed
using linear mixed-effects modeling, corrected for the random effect of
participants.

Pretraining Passive Listening.
Stimulus space for pitch height and pitch change features. Time-varying pitch
patterns for the Mandarin tone stimuli were estimated as F0 measurements
(40 to 400 Hz) using Praat. To avoid edge effects, each sound file was pad-
ded with 500 ms of silence before the onset and after the offset. Resulting F0
estimates were manually corrected and log transformed. Pitch height was
calculated by Z-scoring the raw values within each speaker and averaging all
valid values. Pitch change was calculated by first computing the difference in
log absolute F0 value in Hz in neighboring time points, dividing this value by
the time differential, then finally smoothing these values across 100 ms,
corresponding to 16 time points for F0 estimation.
Tone separability. For each electrode, a logistic regressionmodel was trained to
classify the four tones using HGA from the peak time period (110 to 530 ms
poststimulus onset) as features, leave-one-out cross-validated across differ-
ent syllables. To compare relative separability across different populations
(e.g., learning versus exposure), the posterior probability from the classifier
was used to calculate the AUC for each tone, which was then averaged
across the four tones, resulting in a single value for a given electrode. Linear
mixed-effects modeling was used to compare AUC across learning and ex-
posure populations, corrected for random effects of participants.
Pitch representation. Linear discriminant analysis (LDA; number of components:
2) was performed within the peak time period per the procedures outlined
above (e.g., see Tone Separability). Cross-validation was not performed be-
cause the goal for this analysis was to test the hypothesis that a low-
dimensional representation of the neural data resembles the acoustic
pitch features space of the stimuli. To obtain the average neural space, the
resulting LDA-transformed values were averaged for each unique stimulus.
Pairwise Euclidean distance was calculated within the two-dimensional LD
space. Linear regression was performed between the neural distances and
the acoustic distances as defined by pitch height and pitch change features
to calculate the variance explained (R2) for each acoustic feature. Signifi-
cance testing was performed by permuting the average LD values across
stimuli prior to the calculation of Euclidean distances (n = 1,000). Linear
mixed-effects modeling was used to compare R2 for either feature across
learning and exposure populations and to compare R2 for both features
within each of the learning and exposure populations. All models were
corrected for random effects of participants.
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Classification analysis. To test the hypothesis that the type of behavioral effect
encoded by each electrode during training can be predicted based on neural
activity recorded prior to training, logistic regression was performed with the
tone separability (AUC) measure and pitch representation (R2

Height; R
2
Change)

values. Logistic regression was fourfold cross-validated. In the first analysis,
only the learning and exposure electrodes were used to test the hypothesis
that the two sets of populations can be distinguished from one another. In
the second analysis, all sound-sensitive electrodes were used to test the
hypothesis that each set of populations can be detected without any a priori
information. The posterior probability for each electrode in the testing set
was used to calculate the AUC as well as to estimate the average receiver
operating characteristic (ROC) curve. The mean ROC curve was visualized via
linear interpolation of false positive rates across folds. Significance testing

was performed by permuting the electrode labels prior to logistic regression
(n = 1,000).

Data Availability. The data that support the findings of this study are available
on request from the corresponding author.
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